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ABSTRACT. This note discusses the spectral gap of the Fredrickson-Andersen one spin facili-
tated model in two different settings. The model describes an interacting particle system on a
graph, where each site is either occupied or empty; and a site may change its occupation when
at least one of its neighbors is empty. We will first consider the model on the infinite lattice
Zd, with density close to 1. The second result is on finite graphs, with density that grows with
the size of the graph in a way that guarantees O(1) empty sites. In both models lower and
upper bounds on the spectral gap were known, but in general did not match. The purpose of
this paper is to present new upper bounds that have the same asymptotics as the known lower
bounds.

1. Introduction and results

We study the Fredrickson-Andersen one spin facilitated model (FA1f), on the lattice follow-
ing [1] and on finite graphs following [3, 5, 6]. The reader is referred to [1, 3, 5, 6] for the
relevant background, references, and complete introduction of the model.

We will only briefly remind here that sites in a graph G could be either occupied or empty,
with equilibrium probabilities 1− q and q respectively (where q is thought of as small). When
a site has at least one empty neighbor, it is being resampled from equilibrium with rate 1, and
otherwise its occupation cannot change. This process is reversible with respect to a product
measure conditioned on having at least one empty site, that we refer to as the equilibrium
measure. The infinitesimal generator of the process is denoted by LG, and its spectral gap
(with respect to the equilibrium measure) by gap(LG). The inverse of the spectral gap, called
the relaxation time, gives the typical time over which correlations are lost in stationarity.

The first result here completes Theorem 6.4 of [1], which bounds the spectral gap of the
FA1f model when the graph G is the lattice Zd. It is shown there that the gap decays poly-
nomially as the parameter q tends to 0, and for dimensions 1 and 2 the exact exponent is
identified, up to a logarithmic correction in dimension 2. For dimension d ≥ 3, however,
the exponent is bounded between 1 + 2/d and 2, and its exact value is not determined. The
following theorem shows that the correct scaling is q2.

Theorem 1.1. Consider the FA1f model on the graph G = Zd for d ≥ 3. Then there exists a
positive constant C (possibly depending on d) such that

gap(LZd) ≤ C q2.
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The second theorem that will be presented discusses the model on a finite graph G. A
particularly interesting case, studied in [5, 6] and more recently in [3], is when |V (G)| = cq−1

for some positive constant c, where V (G) denotes the set of sites in G. A lower bound on the
spectral gap is given in [5, 6] and later on in [3] by suggesting a relaxation mechanism in
which vacancies travel as random walkers on G. The next theorem bounds the spectral gap
of this model from above, showing that this mechanism has a leading contribution. Consider
two independent continuous time random walks onG, namely, each of the two walkers moves
to each neighboring site with rate 1. For two vertices x, y ∈ V (G), we define τmeet(x, y) to
be the expected time that it takes for two such random walkers starting at x and y to reach
distance at most 1. Let τmeet be its expected value, starting at two uniform random positions,
i.e., τmeet = |V (G)|−2∑

x,y∈V (G) τmeet(x, y).

Theorem 1.2. Consider the FA1f model on a finite graph G, and assume that |V (G)| = c/q for
some positive constant c. Then

gap(LG) ≤ Cq

τmeet

for some positive constant C.

Remark 1.3. [3, equations (4),(13)] give a lower bound on the spectral gap, which in various
graphs is of the same order as the upper bound given in Theorem 1.2. In particular, on the
two dimensional torus T2 = Z2/`Z2 with ` = cq−1/2, both the upper and lower bounds scale
like q2/ log(1/q). In view of this scaling, and the relaxation mechanism reflected in its proof,
it seems that the correct scaling of the spectral gap is q2/ log(1/q) also in Z2, coinciding with
the lower bound of [1]. Unfortunately, the ideas in the proof of Theorem 1.2 do not seem to
be easily adapted for the model on Z2, and the problem remains open.

2. Notation

We will now introduce some notation that will be used in the proofs. See also [1].

• The FA1f dynamics is defined on a graph G with vertex set V (G). For x, y ∈ V (G) we
denote by dG(x, y) the graph distance between x and y.
• The configuration space is {0, 1}V (G), and the equilibrium measure is denoted µG. On

infinite graphs µG is a product measure of Bernoulli random variables with parameter
1 − q. For finite graphs, µG is given by the same product, conditioned on having at
least one empty site. This measure could also be seen as the unique invariant measure
on the space ΩG = {0, 1}V (G) \ {1} with 1 being the fully occupied configuration.
• For η ∈ {0, 1}V (G) and x ∈ V (G), the configuration which equals η outside x and

different from η at x is denoted ηx.
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• The constraint of the FA1f dynamics, for a configuration η ∈ {0, 1}V (G) and x ∈ V (G),
is

cx(η) =

1 ∃y such that d(x, y) = 1 and η(y) = 0,

0 otherwise.

• The Dirichlet form of FA1f operating on a local function f : ΩG → R is given by

DG(f) =
∑

x∈V (G)

µ (cx Varx(f)) = q(1− q)
∑

x∈V (G)

µ
(
cx(f(η)− f(ηx))2

)
.

At this point we also recall that the spectral gap has the following variational charac-
terization:

gap(LG) = inf
f

DG(f)

Var(f)
, (2.1)

where the infimum is taken over all function on ΩG which are not identically 0.

Throughout the proof C will denote a generic positive constant, and q is assumed to be
small enough.
Warning: when context allows, we may omit the subscriptGwhen referring to dG,ΩG, µG,DG.

3. Proof of Theorem 1.1

In this section we consider the graph G = Zd for d ≥ 3. In order to bound the spectral gap
from above, we need to find an appropriate test function f : ΩZd → R, such that

D(f) ≤ Cq2 Var(f).

Consider the box Λ = {0, . . . , `− 1}d for ` = b1/qc. For a configuration η and a site x ∈ Λ,
the connected cluster of x, denoted Cx(η), is defined as the set of sites y ∈ Λ that are connected
to x via a path of empty sites in Λ. If η(x) = 1, its connected cluster is the empty set. This
way, the set of empty sites in Λ is partitioned in connected clusters, and we define:

f(η) = #non-empty connected clusters in Λ. (3.1)

Proposition 3.1. For the test function f defined in equation (3.1),

Var(f) ≥ C q `d. (3.2)

Proof. This result is shown in [2] for the case of Bernoulli bond percolation. We will repeat
their argument applied to our case for completeness.

First, note that we may write

f(η) =
∑
x∈Λ

1− η(x)

|Cx(η)|
,

where, when η(x) = 1 (and therefore Cx(η) = ∅), we define 1−η(x)
|Cx(η)| = 0.
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Let G3 = 3Zd ∩ Λ, and for A ⊆ G3, define χA(η) to be the indicator of the event, that the
set {x ∈ G3 : η(y) = 1 ∀y such that d(x, y) = 1} is equal A. Note that

µ(χA) = (1− q)2d|A| ·
(
1− (1− q)2d

)|G3|−|A|
.

For such a set A, let D(A) = {y ∈ Λ : d(x, y) ≤ 1 for some x ∈ A}, and define

fA(η) =
∑

x∈Λ\D(A)

1− η(x)

|Cx(η)|
.

When η is such that χA(η) = 1,

f(η) = fA(η) +
∑
x∈A

(1− η(x)) =: fA(η) + nA(η).

In order to use this identity, we split the variance over the different choices of A:

Var(f) =
∑
A⊆G3

µ
(
(f − µ(f))2χA

)
.

Consider one of the summands in the above expression –

µ
(
(f − µ(f))2χA

)
= µ

(
(fA − (µ(f) + µ(nA)) + nA − µ(nA))2χA

)
= µ

(
(fA − (µ(f) + µ(nA))2χA

)
+ µ

(
(nA − µ(nA))2χA

)
+ µ ((fA − (µ(f) + µ(nA))(nA − µ(nA))χA) .

The first term is positive, and we will simply bound it by 0. In order to find the second term,
we note that the variables nA and χA are independent, and therefore

µ
(
(nA − µ(nA))2χA

)
= µ(χA) Var(nA) = (1− q)2d|A| ·

(
1− (1− q)2d

)|G3|−|A| · |A| q(1− q).

Finally, since under the event {χA = 1} the variables fA and nA are independent, the third
term vanishes. Therefore,

Var(f) ≥
∑
A⊆G

(1− q)2d|A| ·
(
1− (1− q)2d

)|G3|−|A| · |A| q(1− q) = q(1− q)2d+1 |G3| .

This establishes inequality (3.2). �

Proposition 3.2. For the test function f defined in equation (3.1),

D(f) ≤ Cq3−d. (3.3)

Proof. Recall first that

D(f) = q(1− q)
∑
x∈Zd

µ
(
cx(η) (f(ηx)− f(η))2) .

Consider a single term in that sum. First, note that by flipping a single site f could change
by at most 2d. If x is outside Λ, flipping it could not change the number of clusters in Λ and
its contribution would be 0. If x is on the boundary of Λ (i.e., it is in Λ and has a neighbor
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outside Λ), then
µ
(
cx(η) (f(ηx)− f(η))2) ≤ 4d2µ (cx(η)) ≤ C q.

Finally, if x is in Λ but has no neighbors outside Λ, the number of open clusters could only
change if it has at least two empty neighbors –

µ
(
cx(η) (f(ηx)− f(η))2) ≤ 4d2 µ(1x has at least 2 empty neighbors) ≤ C q2.

The proof is now concluded by summing these options –∑
x∈Zd

µ
(
cx(η) (f(ηx)− f(η))2) ≤ C`d−1q + C`dq2 = Cq−d+2. �

Theorem 1.1 follows from equations (3.2) and (3.3), together with the variational charac-
terization of the spectral gap. �

4. Proof of Theorem 1.2

As in the proof of Theorem 1.1, we look for f : ΩG → R such that

D(f) ≤ Cdmaxqτ
−1
meet Var(f),

where the variance is understood with respect to the measure µG. Recall that τmeet(x, y) is the
expected meeting time of two random walkers on G, starting at positions x and y; and that
its expected value for x and y chosen uniformly at random is denoted τmeet. "Meeting" here
means that their graph distance is at most 1.

The test function that we use is

f(η) = max
x,y∈V (G)

η(x)=η(y)=0

τmeet(x, y). (4.1)

Before analyzing the function f , note that τmeet solves the following Poisson equation:

−LRW (τmeet(x, y)) = 1, d(x, y) > 1, (4.2)

τmeet(x, y) = 0, d(x, y) ≤ 1;

where LRW is the infinitesimal generator of two independent random walks on G. Multiplying
both sides by τmeet(x, y) and averaging over x and y we obtain

τmeet = DRW (τmeet) , (4.3)

where the Dirichlet form is given for every g : V (G)× V (G)→ R by

DRW (g) =
1

2 |V (G)|2
∑
x

∑
y

[∑
x′∼x

(g(x′, y)− g(x, y))
2

+
∑
y′∼y

(g(x, y′)− g(x, y))
2

]
.

Proposition 4.1. For f defined in equation (4.1),

Var(f) ≥ Cτ 2
meet.
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Proof. Under µ, the probability that exactly one site is empty is of order 1 (i.e., bounded away
from 0 uniformly in q). When this happens, f = 0, so

Var(f) = µ
[
(f − µ(f))2] ≥ µ

[
(f − µ(f))2

1∑
x(1−η(x))=1

]
= µ(f)2 µ

[∑
x

(1− η(x)) = 1

]
≥ Cµ(f)2.

When a configuration has exactly two empty sites, f is given by the positions of these vacan-
cies:

µ
[
f(η)

∣∣1∑
x(1−η(x))=2

]
=

2

|V (G)| (|V (G)| − 1)

∑
x,y∈V (G)
x 6=y

τmeet(x, y) ≥ τmeet.

The result follows from these two estimates since the probability to have exactly two vacan-
cies is of order 1. �

Proposition 4.2. For f defined in equation (4.1),

D(f) ≤ C qτmeet.

Proof. We start the proof with an observation:

Observation 4.3. Let η ∈ Ω and x ∈ V (G) such that cx(η) = 1, η(x) = 0, and f(η) 6= f(ηx).
Then there exist x′, y ∈ V (G) such that x′ ∼ x, d(x, y) > 1, η(y) = η(x′) = 0, and

τmeet(x
′, y) ≤ f(ηx) < f(η) = τmeet(x, y).

Proof. First, recalling equation (4.1), when filling an empty site f could only decrease, and
since f(η) 6= f(ηx) necessarily f(η) > f(ηx). Moreover, f could only change if the maximum
is attained at the pair x, y for some y ∈ V (G), i.e., f(η) = τmeet(x, y). Note that f(η) is non-
zero, hence d(x, y) > 1. Finally, cx(η) = 1 means that x has an empty neighbor x′; and since
in the configuration ηx both x′ and y are empty f(ηx) ≥ τmeet(x

′, y). �

As a consequence of this observation, for all η ∈ Ω and x such that cx(η) = 1,

(f(ηx)− f(η))2 ≤
∑

y∈V (G)
d(x,y)>1

∑
x′∈V (G)
x′∼x

(1− η(y))(1− η(x′)) (τmeet(x, y)− τmeet(x
′, y))

2
.

We can now use this estimate and calculate the Dirichlet form:

D(f) = q(1− q)
∑
x

µG
[
cx (f(ηx)− f(η))2]

≤ q(1− q)
∑
x

µG

 ∑
y∈V (G)
d(x,y)>1

∑
x′∼x

(1− η(y))(1− η(x′)) (τmeet(x, y)− τmeet(x
′, y))

2


≤ q3(1− q)

∑
x

∑
y∈V (G)
d(x,y)>1

∑
x′∼x

(τmeet(x, y)− τmeet(x
′, y))

2 ≤ CqDRW(τmeet),
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and the proposition follows from equation (4.3). �

Theorem 1.2 is a consequence of Propositions 4.1 and 4.2, using the variational character-
ization of the spectral gap. �

Remark 4.4. For the case of the two dimensional torus discussed in Remark 1.3, it is possible
to show that τmeet is greater than Cq−1 log(1/q), obtaining an upper bound on the spectral gap
which matches the lower bound of [3]. One way to do that is by comparing it to τ 0

meet(x, y),
the expected time required for two random walkers to arrive at the same site, starting at x
and y. Note that in the case of the torus this is half the time a single walker starting at x
takes to reach y. In [4, Section 10.4], for example, it is shown that there exist two positive
constants c1, c2 such that

c1q
−1 log(d(x, y)) ≤ τ 0

meet(x, y) ≤ c2q
−1 log(d(x, y) + 1).

In particular, |V (G)|−2∑
x,y τ

0
meet(x, y) is of order q−1 log(1/q), and maxx∼y τ

0
meet(x, y) ≤ Cq−1.

The last estimate implies that τ 0
meet satisfies

−LRW
(
τ 0

meet(x, y)− Cq−1
)

= 1, d(x, y) > 1,

τ 0
meet(x, y)− Cq−1 ≤ 0, d(x, y) ≤ 1.

That is, the function τ 0
meet(x, y) − Cq−1 it is a sub-solution of equation (4.2). Hence by the

maximum principle, τmeet(x, y) ≥ τ 0
meet(x, y) − Cq−1 for all x, y. In particular, τmeet is at least

Cq−1 log(1/q).
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